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Objectives: To summarize quantitatively the literature comparing hypothalamic-pituitary-adrenal (HPA) axis function between
depressed and nondepressed individuals and to describe the important sources of variability in this literature. These sources include
methodological differences between studies, as well as demographic or clinical differences between depressed samples. Methods:
The current study used meta-analytic techniques to compare 671 effect sizes (cortisol, adrenocorticotropic hormone, or cortico-
tropin-releasing hormone) across 361 studies, including 18,454 individuals. Results: Although depressed individuals tended to
display increased cortisol (d = 0.60; 95% confidence interval [CI], 0.54—0.66) and adrenocorticotropic hormone levels (d = 0.28;
95% CI, 0.16—0.41), they did not display elevations in corticotropin-releasing hormone (d = 0.02; 95% CI, —0.47-0.51). The
magnitude of the cortisol effect was reduced by almost half (d = 0.33; 95% CI, 0.21-0.45) when analyses were limited to studies
that met minimal methodological standards. Gender did not significantly modify any HPA outcome. Studies that included older
hospitalized individuals reported significantly greater cortisol differences between depressed and nondepressed groups compared
with studies with younger outpatient samples. Important cortisol differences also emerged for atypical, endogenous, melancholic,
and psychotic forms of depression. Conclusions: The current study suggests that the degree of HPA hyperactivity can vary
considerably across patient groups. Results are consistent with HPA hyperactivity as a link between depression and increased risk
for conditions, such as diabetes, dementia, coronary heart disease, and osteoporosis. Such a link is strongest among older inpatients
who display melancholic or psychotic features of depression. Key words: depression, hypothalamic-pituitary-adrenal axis, cortisol,

adrenocorticotropic hormone, corticotropin-releasing hormone, meta-analysis.

HPA = hypothalamic-pituitary-adrenal; ACTH = adrenocortico-
tropic hormone; CRH = corticotropin-releasing hormone; dex =
dexamethasone; CI = confidence interval.

INTRODUCTION

yperactivity of the hypothalamic-pituitary-adrenal (HPA)

axis during depression has been called one of the most
reliable findings in all of biological psychiatry (1). Although
hundreds of studies have examined HPA axis function during
depression, our knowledge of the degree of hyperactivity and
the clinical conditions under which it is seen remains incom-
plete. An estimated 20% to 80% of depressed individuals
exhibit some form of HPA hyperactivation, but where in that
range the actual figure lies and which demographic or clinical
characteristics define the “affected” subgroup remains unclear
(2). This is problematic, given the fact that HPA hyperactivity
has been put forth as an important mechanism explaining both
the pathophysiology of depression itself and its relationship
with medical conditions like hypertension, heart disease,
stroke, cognitive impairment, diabetes, obesity, and osteopo-
rosis (3). Furthermore, depression is a heterogeneous illness
that manifests in a variety of symptom sets, for a variety of
reasons, at various points in life, lasts for a varying amount of
time, and may or may not respond to treatment. A better
understanding of when and where HPA function is disrupted
may provide explanations for this variability and, at the same

From the Department of Psychology (C.S.), Furman University, Greenville,
South Carolina; and the Department of Psychology (G.E.M.), University of
British Columbia, Vancouver, British Columbia, Canada.

Address correspondence and reprint requests to Cinnamon Stetler, PhD,
Department of Psychology, Furman University, 3300 Poinsett Hwy., Green-
ville, SC 29613. E-mail: cinnamon.stetler@furman.edu

Received for publication January 4, 2010; revision received November 1,
2010.

Supplemental digital content is available for this article. Direct URL
citations appear in the printed text, and links to the digital files are
provided in the HTML text of this article on the journal’s Web site
www.psychosomaticmedicine.org.

DOI: 10.1097/PSY.0b013e31820ad12b

114
0033-3174/11/7302-0114
Copyright © 2011 by the American Psychosomatic Society

time, help to formulate better models of how depression
influences the development and progression of medical ill-
nesses. The primary goal of the current study is to go beyond
the general maxim that equates depression and HPA hyperac-
tivity to gain a more nuanced and accurate understanding of
the precise magnitude and parameters of this association.

To do this, we have conducted a meta-analytic review that
takes advantage of the copious literature on depression and the
HPA axis. This type of quantitative synthesis will not only
enable us to obtain an estimate of the magnitude of the overall
association between depression and HPA axis activity but will
also allow us to examine important methodological, demo-
graphic, or clinical factors that may moderate the association.
We report a series of meta-analyses on hormonal products
from all levels of the HPA axis, including corticotropin-
releasing hormone (CRH), adrenocorticotropic hormone
(ACTH), and cortisol, to obtain a comprehensive picture of
the how the entire system is modulated by depression.

METHODS

The meta-analysis included studies that compared HPA axis function in a
group of participants with depression to either a) a nondepressed control
group; or b) another group with a specific subtype of depressive disorder. To
identify relevant studies, computerized searches (on PubMed and
PsychINFO) were performed covering all studies published in English
through May 2009. A study had to meet several criteria to be included. In
addition to making the appropriate group comparisons, participants must have
been currently depressed (with depression as the primary diagnosis) at the
time of the HPA axis assessment and free from nonpsychiatric medical
conditions (e.g., postpartum or poststroke depression). Regarding the depen-
dent variables, a study had to report either basal or postchallenge (with
dexamethasone [dex] or dex plus CRH) HPA axis measures. Studies that only
described participants as either suppressors or nonsuppressors post dex ad-
ministration were not included. The final sample included 414 independent
studies (Supplemental Digital Content 1 lists the studies included and ex-
tracted effects, available at http://links.lww.com/PSYMED/A24).

Coded Variables

For each study that met the inclusion criteria, we coded the number of
participants in the depressed and control groups, as well as the mean age of
each group. We also coded what percent of each group was female. When
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reported by the authors, we coded the percent of the depressed group that was
in their first depressive episode and the average episode length (in weeks), as
a means of assessing chronicity. Depression severity was assessed in several
ways. The mean score on any of several standardized clinical measures of
depressive symptoms was coded. Other measures of severity included per-
centage of the depressed sample with a family history of mood disorders, and
hospitalization status of the participants (percent inpatient). We also recorded
what percentage of the depressed sample was classified as atypical, melan-
cholic, endogenous, or psychotic.

We coded information about several important methodological character-
istics of each study. If the method used to diagnose the depressed participants
was reported, we coded whether it was a semistructured or structured inter-
view, unstructured interview, or another method, and whether the study used
standardized diagnostic criteria. We coded whether the depressed group had been
off antidepressant medications for at least 2 weeks at the time of HPA axis
assessment. Regarding assessment of the HPA axis, we coded whether it was
measured in the morning, afternoon, at night, or continuously. If appropriate, we
coded whether cortisol was measured in blood, saliva, urine, or cerebrospinal
fluid (CSF), and/or whether CRH was measured in CSF or blood. We coded
whether the HPA axis was measured at basal levels or after administration of dex
or dex/CRH. Studies that administered another form of exogenous cortisol,
ACTH, CRH, and/or metyrapone were included in a separate set of analyses.
Finally, we coded whether the HPA axis value was based on a single assessment,
or if a mean, total, area under the curve, or slope value was computed. The
Supplemental Digital Content 1 lists each study that contributed an effect to the
meta-analysis (available at http:/links.lww.com/PSYMED/A24).

Calculating Effect Sizes and Analyzing Data

The standardized group mean difference statistic, d, was used as the
estimate of effect size (4). Effect sizes were calculated such that a positive
value represents a higher level in the depressed group compared with control
(or depressive subtype) group and they were weighted by the total sample size
of the study (4). Studies frequently reported multiple effect sizes from the
same sample, introducing dependence into the data. Because effect sizes were
nested within samples, we chose a multilevel, mixed-model approach (5). In
addition to allowing us to retain the maximum amount of information from
the literature by modeling (rather than avoiding) the dependence in our data,
this strategy enabled us to specify random, rather than fixed, effects. Random
effects models assume a distribution of effect sizes in the population and
estimate the average effect size and the dispersion around it (6). We used
HLM software (Scientific Software International, Lincolnwood, Illinois) (7)
and restricted maximum likelihood estimation (except for model comparisons,
when full maximum likelihood was used) to analyze the data.

Please refer to the online text (Supplemental Digital Content 2, available
at http:/links.lww.com/PSYMED/A25) for a complete description of our
literature search, exclusion criteria, coding rationale, multilevel models and
analytic strategy.

RESULTS
Cortisol
Descriptives

Three hundred fifty-four studies compared cortisol levels
between individuals with major depression and healthy non-
depressed individuals. These studies included a total of 18,374
individuals across both depressed and control groups. The
average study’s depressed sample included 27.6 individuals
(standard deviation [SD, 40.7; range, 4—704) and was 60.3%
female (SD, 25.1) and 41.8-year-old (SD, 11.6; range, 8.9—
78). These studies yielded 535 effect size statistics on a variety
of cortisol outcomes.

Overall Effect

The average effect size across all assessments from all
studies comparing major depression to healthy controls was
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d = 0.60 (95% confidence interval [CI], 0.54—0.66), which is
significantly different from zero, #353) = 17.20, p < .001.
This roughly corresponds to a medium effect size according to
Cohen (8), who classified an effect size of 0.20 as small, 0.50
as medium, and 0.80 as large. The variance component (u =
0.29) was also significant, x* (353) = 1210.66, p < .001,
indicating that there was significant variation across studies in
the magnitude of the effect size and that further analysis of
moderating influences (e.g., methods, clinical features) was
justified.

Predicting Effect Sizes: Methodological Factors

We tested two types of predictor variables: within-study vari-
ables that represented methodological factors and between-study
variables that represented various characteristics of the depressed
sample. We tested methodological factors first because these
variables may serve as covariates in further analyses. These
findings are summarized in the Supplemental Digital Content 3,
available at http:/links.lww.com/PSYMED/A26.

Time of Day

Cortisol levels in the body generally follow a well-
characterized circadian rhythm, and some studies have shown
that this rhythm is disrupted during major depression. To
determine whether the time of day that the cortisol assessment
was done is associated with the magnitude of the effect, we
compared effect sizes from samples taken in the morning,
afternoon, overnight, and continuously. When cortisol was
measured in the morning, the average effect size was d = 0.49
(95% CI, 0.41-0.57), whereas samples taken in the afternoon
yielded a significantly (p = .001) larger effect size of d = 0.69
(95% CI, 0.57-0.81). Samples taken at night yielded an av-
erage effect of d = 0.54 (95% CI, 0.42—0.66), which was not
significantly different from morning or afternoon (p = .49).
When cortisol was measured continuously (across more than
one time period), the average effect size was d = 0.74 (95%
CI, 0.56-0.96), a significantly larger effect compared with
morning samples (p = .006) but not compared with afternoon
or overnight samples (p > .25). Cortisol differences between
depressed and healthy individuals are smallest in the morning
and largest when assessed continuously throughout the day.
Studies that assess cortisol levels continuously across several
hours necessarily take several cortisol samples. This strategy
increases the reliability of the cortisol measure and may,
therefore, explain why the effect size for continuous sampling
was larger than the others. Time of day accounted for only
2.2% of the within-studies variance.

Bodily Fluid

Studies that assess cortisol in saliva or urine may report
different effect sizes compared with studies that measure it
from blood or CSF for two primary reasons. First, saliva and
urine represent noninvasive modes of assessment. By avoiding
the stress-associated release of cortisol elicited during a vein
or spinal puncture, assessments in saliva or urine may repre-
sent more reliable methods of assessing cortisol. Second,
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saliva and urine also contain only unbound cortisol, whereas
blood contains both bound and unbound cortisol. We tested
this theory by comparing cortisol effects from samples taken
in each of these fluids. Assessments done in blood yielded an
average effect size of d = 0.62 (95% CI, 0.54—0.70). Assess-
ments done in saliva produced an average effect size of
d = 0.33 (95% CI, 0.15-0.51), whereas those done in urine
averaged d = 0.59 (95% CI, 0.37—0.81). Effects in saliva were
significantly smaller than effects in blood (#(528) = —3.18,
p < .01). Effect sizes from urine samples were not signifi-
cantly different from those taken from blood samples
(1(528) = —0.24, p = .8). Only five studies assessed cortisol
in CSF, and these produced an average effect size of d = 1.02
(95% CI, 0.61-1.43), which was significantly larger than the
effect size from any other fluid (p < .04). Overall, differences
in which fluid cortisol was assessed accounted for less than
1% of the variance in effect size. However, differences be-
tween depressed and control groups were much smaller when
cortisol was measured in saliva compared with any other fluid.

Basal Versus Post Dex

Cortisol levels can also be assessed post administration of
dex, a synthethic form of cortisol that is used to mimic the
negative-feedback signals that cortisol exerts on the rest of the
HPA axis. Researchers typically administer 0.5 mg to 1.5 mg
of dex and then assess cortisol levels 12 hours to 24 hours
later. Individuals with major depression are believed to exhibit
higher levels of cortisol after dex administration compared
with nondepressed individuals. This failure to suppress corti-
sol production after dex is thought to indicate an overactive
HPA axis that does not respond to the normal shut-down
signals. The size of any group differences in cortisol may vary
according to whether the assessment was done on basal levels
or after challenging the HPA axis with dex. Studies assessing
basal levels of cortisol yielded an average effect size of d =
0.58 (95% CI, 0.50—0.60), whereas studies assessing cortisol
after administering dex yielded a significantly larger average
effect size of d = 0.70 (95% CI, 0.60—0.80; #530) = 2.24,
p = .03). This is similar to the effect size (d = 0.57; 95% CI,
0.22—0.93) yielded by the ten studies that also administered
exogenous CRH post dex (the dex-CRH test). Thus, the ele-
vations in cortisol during depression are greater when the
HPA axis is artificially challenged compared to when it is not.
The difference between basal and post dex assessment ac-
counted for 1.6% of the within-study variance in effect size.

Although dex is by far the most frequent drug used to
challenge the HPA axis, other synthetic forms of cortisol (e.g.,
predinsolone, hydrocortisone) have also been used in the
literature (n = 5). The average effect reported by these studies
was d = 0.33 (95% CI, —0.24—0.91). This was not reliably
nonzero nor was it significantly different from the post dex
effect. Studies that reported cortisol differences after stimu-
lating the HPA axis with exogenous ACTH (rn = 9) yielded a
mean effect size of d = 0.17 (95% CI, —0.14-0.48). Studies
that stimulated with HPA axis with exogenous CRH (n = 14)
reported a mean cortisol effect of d = 0 (95% CI, —0.29-
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0.28). Seven studies used metyrapone, a drug that blocks
cortisol synthesis, to challenge the HPA axis. These studies
yielded a mean cortisol effect size of d = 0.24 (95% CI,
0.05—0.42). Taken together, these results suggest that, during
depression, cortisol’s ability to reduce further HPA activity is
reliably disrupted.

Operational Definition

We examined whether single assessments yield different
effect sizes compared with repeated assessments that were
used to calculate either a mean, total, slope, or area under the
curve value. Studies that assessed cortisol at a single point
reported an average effect size of 0.56 (95% CI, 0.48—0.64).
No other cortisol outcome’s average effect size differed sig-
nificantly from this (p > .2), except for those studies that
calculated a mean value across multiple assessments. Those
studies reported an average effect size of d = 0.85 (95% ClI,
0.65-1.05; #(526) = 2.79, p < .001). We found a similar
pattern of results when we restricted our analysis to only basal
samples (single assessments: d = 0.52 versus multiple assess-
ments: d = 0.69). Measuring cortisol multiple time tends to
yield larger effect sizes. However, cortisol outcome accounted
for less than 1% of the variance of effect size.

After a series of model comparisons (Supplemental Dig-
ital Content 4 provides a detailed description and results of
the model comparisons, available at http://links.lww.com/
PSYMED/A27), we retained the time of day that cortisol
was assessed and whether or not it was assessed post dex
administration as covariates in subsequent analyses.

Depressed Group Characteristics

We conducted regression analyses to test whether charac-
teristics (e.g., demographics, severity, presence of depressive
subtypes) of the depressed sample predicted effect size, con-
trolling for the above methodological covariates. These find-
ings are summarized in an online table (Supplemental Digital
Content 3, available at http://links.lww.com/PSYMED/A26).

Demographics

Age

Cortisol levels have been thought to increase with age,
particularly within depressed samples. However, investiga-
tions regarding age have usually compared adult samples, and
cortisol differences between depressed and nondepressed chil-
dren and/or adolescents are less established in the literature.
To test whether age of the depressed sample predicts effect
size, we first entered age as a linear predictor in the regression
model. Twenty-seven studies did not report the mean age of
their depressed sample and were not included in these analy-
ses. Age did significantly predict effect size (y = 0 0.01,
standard error [SE] = 0.003, #323) = 4.02, p < .001),
suggesting that cortisol effects are larger as the average age of
the depressed group increases. However, the effects of age
may not be the same across the lifespan. We reran the model
to test whether the quadratic effect of age was significant, and
it was (y = 0.0001, SE = 0.00004, #(323) = 2.89, p = .004).
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When entered simultaneously in the regression model, only
the linear effect remained significant, however (y = 0.02,
SE = 0.01, #322) = 2.43, p = .02).

There were 23 studies that included only participants
younger than 18 years. The average age of the depressed
participants in these studies was 12.7 years (SD, 2.82; range,
8.9-17.9 years). These studies had an average effect size of
d = 0.21 (95% CI, 0.07-0.35). On the other end of the age
spectrum, 11 studies included only participants aged >65
years. The average age of the depressed group among these
studies was 71.0 years (SD, 3.74; range, 65.1-78 years). The
average effect size across these studies was d = 0.71 (95% CI,
0.28-1.14). Studies that examined adults between 19 years
and 64 years had an average effect size of d = 0.61 (95% CI,
0.45-0.77). Age accounted for 7% of the between-studies
variance. Cortisol differences in depression during childhood/
adolescence were significantly smaller compared with cortisol
differences during middle adulthood (#(322) = 4.99, p < .001) or
during older adulthood (#(322) = 2.26, p = .02). Cortisol differ-
ences during middle and older adulthood were not significantly
different. Among individuals with depression, cortisol levels
seemed to increase with age, with the largest rate of increase
coming between childhood/adolescence and adulthood.

Gender

To determine whether gender influenced the magnitude of
the effect, we entered the percentage of females into the
regression model. Twenty-five studies did not report the gen-
der composition of their depressed sample and are not in-
cluded in these analyses. The gender composition of the
sample did not significantly predict effect size (y = —0.001,
SE = 0.002, #325) = —0.93, p = .35). Studies that included
all male participants (average d = 0.60) were not significantly
different (p = .49) from studies that included all female
participants (average d = 0.52). Depression seems to elevate
cortisol levels equally in men and women.

Depression Severity

We coded several variables from each study that could be
used to evaluate depression severity: intensity of symptoms;
length of the depressive episode; chronicity of episodes; hos-
pitalization status; and inclusion of minor depression. We
evaluated each variable separately in a regression model to
determine which factors influence effect size.

Symptoms

Just over 66% (k = 236) of the original studies adminis-
tered a symptom severity measure to their depressed partici-
pants and reported group means. The vast majority of the
studies used some version of the Hamilton Depression Scale;
other measures employed include the Beck Depression Inven-
tory, the Zung Depression Scale, the Center for Epidemiologic
Studies-Depression Scale, and the Montgomery-Asberg De-
pression Rating Scale. Higher scores on each of these scales
indicate more severe depressive symptoms. Means on each of
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these measures were standardized so that comparisons across
studies could be made.

Symptom severity scores did significantly predict effect
size (y = 0.09, SE = 0.04, #232) = 2.12, p < .04). For
example, for every 4.58 points greater on the Hamilton De-
pression Scale or 5.76 points greater on the Beck Depression
Inventory that the depressed group scored, a study reported a
0.09 larger effect size. However, severity scores only ac-
counted for 1% of the between-studies variance in effect sizes.

Chronicity

Only 11% (k = 43) of the original studies reported the
duration of the current depressive episode. The average dura-
tion (in weeks) was 71.98 (SD, 92.6; range, 4—458). Episode
duration did not predict effect size (y = —0.0005, SE =
0.002, #(41) = —0.29, p = .78), probably due to the large
amount of variability within this measure. The percent of the
depressed sample that was currently in its first depressive
episode (as opposed to experiencing multiple episodes and a
more chronic depression) was reported by 62 studies. The
average percent of sample in a first depressive episode was
39.7% (SD, 28.5; range, 0% to 100%). This variable was not
a significant predictor of effect size (y = —0.004, SE =
0.003, #59) = —1.3, p = .19). Only eight studies reported the
percentage of their depressed sample that had a family history
of clinical depression (mean %, 52.0; SD, 16; range, 17-68),
too few studies to examine meaningfully any associations with
effect size.

Hospitalization Status

We also recorded what percentage of the depressed sample
was hospitalized. Approximately two thirds of the original
studies (k = 227) reported these data. On average, these
studies enrolled depressed samples that were 65.8% inpatient
(SD, 44.5; range, 0—100). The patient status of the depressed
sample was a significant predictor of effect size (y = 0.004,
SE = 0.001, #224) = 4.77, p < .001). Studies that included
no inpatients in their depressed samples reported an average
effect size of d = 0.32 (95% CI, 0.18—-0.46), compared with
studies that included entirely hospitalized patients (d = 0.74;
95% CI, 0.56—0.92). These effect sizes were significantly
different from one another (#(186) = 4.72, p < .001). Inpatient
status explained 13.2% of the between-studies variance in
effect size.

Because individuals with more severe depression symptoms
are more likely to be hospitalized, we wondered if symptom
severity could account for the association between cortisol effect
size and hospitalization status. When symptom severity scores
and hospitalization status were both entered into the model,
severity scores were no longer significant (y = 0.04, SE = 0.06,
#(151) = 0.87, p = .4), whereas hospitalization status remained
significant (y = 0.005, SE = 0.001, #(151) = 4.54, p < .001).
Being hospitalized due to depression is associated with increase
in cortisol levels independent of symptom severity.

Similarly, studies using outpatients may be more likely to
assess cortisol via saliva samples compared with inpatient
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studies, which may be more likely to use a blood draw. Recall
that effect sizes were smallest when cortisol was assessed in
saliva. We wondered if the saliva/plasma difference could
account for the effect of hospitalization status. When both
bodily fluid and hospitalization status were entered into the
model, the plasma/saliva difference was no longer significant
(B, = 047, SE = 0.12, #316) = 1.15, p = .25), whereas
hospitalization status remained significant. Thus, the fact that
hospitalization status is a significant predictor of cortisol ef-
fect size is not explained by the different methods often used
to assess cortisol in inpatient versus outpatient settings.

Minor Depression

Another way to examine the effects of severity on effect
size is to include studies that assessed cortisol in participants
with minor depression. A diagnosis of minor depression (ac-
cording to the Diagnostic and Statistical Manual of Mental
Disorders, Fourth Edition) requires only two symptoms of
depression to be present for more than 2 weeks, compared
with the five symptoms needed for major depression. One of
the two symptoms must be either anhedonia or depressed
mood. Forty-five effect sizes were reported by 27 studies that
compared participants with minor depression to nondepressed
controls. These studies found an average effect size of d =
0.29 (95% CI, 0.07-0.51). Eighty-five effects were reported
from 40 studies that compared individuals with major depres-
sion to individuals with minor depression. These studies re-
ported an average effect size of d = 0.31 (95% CI, 0.17-0.45).
These results suggest that individuals with minor depression
have cortisol levels somewhere between those of individuals
with major depression and those of healthy controls.

Methodological Quality

We found considerable variability in the methodology used
across studies. The rigor with which the primary independent
variable, depression, was assessed was not consistent. Some
studies included only those participants who met the standardized
(Diagnostic and Statistical Manual of Mental Disorders, Re-
search Diagnostic Criteria, or International Statistical Classifica-
tion of Diseases and Related Health Problems) criteria for de-
pression (n = 314) as determined by a structured or
semistructured interview (n = 158) to ensure diagnostic reliabil-
ity. Antidepressants can influence the HPA axis, and many stud-
ies (n = 162) excluded participants who were taking these
medications in the previous 2 weeks. As the above analyses
reveal, age has significant effects on HPA axis activity. The
majority of studies matched groups on age within 10 years (n =
318). Seventy-four studies did all of these things, thus meeting
what we defined for this review as minimal standards for meth-
odologic quality. The average effect size for these studies was
d = 0.33 (95% CI, 0.21-0.45). This effect size is significantly
smaller than the mean effect size of studies that did not meet all
four of these criteria (#352) = —4.78, p < .01), suggesting that
diagnostic heterogeneity, antidepressant medications, and/or
group differences in age could account for a sizable proportion of
the cortisol differences, rather than depression itself.

118

C. STETLER AND G. E. MILLER

We wondered if symptom severity or hospitalization status
could account for these differences in effect size. A study that
excluded participants on antidepressant medications may also
include less severely depressed participants or fewer inpa-
tients due to this exclusion criterion. However, we found that
there was no significant difference in symptom severity be-
tween these studies and the other studies (#(234) = 0.73, p =
47). Thus, a difference in symptom severity does not seem to
be an explanation for the smaller effect size among studies
meeting our minimal standards for quality. However, studies
that excluded participants on antidepressants also had signif-
icantly fewer inpatients compared with studies that did not
exclude participants on antidepressants (55% versus 77%;
#(205) = 3.87, p < .01). Given that having a greater percent-
age of inpatients in the sample is associated with a larger
effect size, this variable could account for the difference
between these 74 studies (meeting our minimal standards for
quality) and the others.

Subtypes

Given the potential importance of diagnostic heterogeneity
that these analyses reveal, we examined whether specific
subtypes of depression were associated with differences in
cortisol levels compared with healthy control groups.

Atypical

Twelve studies reported the percentage of their depressed
sample that was classified as having atypical depression. The
association between effect size and percent atypical was y =
—0.006, SE = 0.003, #(10) = —1.78, p = .11, indicating that
when more individuals with atypical depression were included
in the sample, effect sizes tended to be smaller. Although the
association was nonsignificant due to the small number of
studies that reported this information, the magnitude of the
association is comparable to that of symptom severity and
hospitalization status or the other subtypes of depression we
examine. Five studies directly compared a group with atypical
depression to a group whose depression was not atypical. The
average effect size across these studies was d = —0.34 (95%
CI, —0.59-0.09), indicating that individuals with atypical
depression have cortisol levels approximately one third of an
SD lower than individuals with nonatypical depression.

Melancholic

Eighty-six studies reported the percentage of their de-
pressed sample that had melancholic depression. When this
predictor (% melancholic) was entered into the regression
model, it was significantly related to the magnitude of the
effect size (y = 0.007, SE = 0.001, #84) = 4.71, p < .001).
This indicates that, when more individuals with melancholic
depression were included in the study, effect sizes tended to be
larger. It remained a significant predictor when age was also
entered in the model, so this relationship could not be ex-
plained by the fact that individuals with melancholic depres-
sion also tend to be older. The 38 studies that compared
melancholic to nonmelancholic samples had an average effect
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size of d = 0.22 (95% CI, 0.12-0.32; #(37) = 4.86, p < .001),
suggesting that melancholia increases cortisol almost one
quarter of an SD above regular depression.

Endogenous

Fifty-one studies reported the percentage of their depressed
sample that had endogenous depression. When this predictor
was entered into the regression model, it was positively asso-
ciated with effect size (y = 0.008, SE = 0.002, #(49) = 3.39,
p < .01), indicating that more individuals with endogenous
depression in the depressed group tended to produce larger
effect sizes. This persisted when age was entered into the
model as a covariate, suggesting that this association is not
explained by age, even though endogenous depression is more
common among older people. Eleven studies directly com-
pared a group of endogenously depressed individuals to a
group with nonendogenous depression and reported a mean
effect size of d = 0.29 (95% CI, —0.04—0.62). Although this
effect was not reliably nonzero (p = .12) due to the small
number of studies included, it is consistent with the idea that
endogenous depression is associated with even higher levels
of cortisol than nonendogenous depression.

Psychotic

Sixty-six studies reported the percentage of their depressed
sample that had psychotic depression. When this predictor was
entered into the repression model, it was positively associated
with effect size (y = 0.01, SE = 0.004, #(64) = 2.82, p < .01).
Seventeen studies directly compared individuals with psy-
chotic depression to individuals with nonpsychotic depression.
On average, these studies reported an effect size of d = 0.47
(95% CI, 0.18—0.76), indicating that the presence of psychotic
features increase cortisol levels by nearly half an SD unit
compared with depression without psychotic features.

Overlap With Hospitalization Status

Because individuals with melancholic, endogenous, or psy-
chotic depression may be more likely to be hospitalized than
individuals whose depression does not have these features, we
wondered if the association between the subtypes and cortisol
effects could be accounted for by hospitalization status. When
the percentage of the sample that was melancholic/endoge-
nous/ psychotic and the percentage of the sample that was
inpatient were entered into the regression, both variables re-
mained significant predictors of effect size. These results
suggest that there is something unique about the melancholic/
endogenous or psychotic nature of depression that contributes
to cortisol hypersecretion, above and beyond inpatient status.

ACTH

Descriptives

Ninety-six studies compared ACTH levels between a group
of depressed individuals and a group of healthy nondepressed
controls. These studies included a total of 3,812 individuals
across both depressed and control groups. The average study’s
depressed group included 20.7 individuals (SD, 14.7; range,
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5-87) and was 42.2 (10.2) years old and was 60.8% (24.9)
female. These studies yielded 118 effect size statistics on
various ACTH outcomes.

Overall Effect

The average ACTH effect size across all assessments from
all studies comparing major depression to healthy controls
was d = 0.28 (95% CI, 0.16—0.41), which is significantly
different from zero, #(95) = 4.60, p < .001. This suggests that,
on average, individuals with major depression have blood
ACTH levels over one quarter of an SD higher than healthy
nondepressed individuals. The variance component (0.06) was
not significant, x> (95) = 115.7, p = .07.

Predicting Effect Sizes: Methodological Factors

Similar to what was done for cortisol outcomes, method-
ological factors were analyzed first because these may serve
as covariates in future analyses. These results are summarized
in an online table (Supplemental Digital Content 5, available
at http:/links.lww.com/PSYMED/A28). The relevant meth-
odological factors for ACTH outcomes included: whether the
HPA axis was assessed post dex administration or in a basal
state; the time of day that the assessment was performed; and
the way in which ACTH was operationalized. Each of these
variables is defined in the same way as for cortisol outcomes
in the previous section. Because ACTH is only measured via
a blood draw, the fluid used for the assessment was not
relevant to the ACTH analyses.

Time of Day

Studies that assessed ACTH levels in the morning had an
average effect size of d = 0.30 (95% CI, 0.08—0.52). Per-
forming the assessment in the afternoon (d = 0.22; 95% CI,
—0.05-0.49), night (d = 0.27; 95% CI, —0.02-0.52), or
continuously (d = 0.46; 95% CI, 0.05-0.85) did not signifi-
cantly change the effect size (p > 0.5). Time of day accounted
for just 1.4% of the variance in ACTH effect sizes. Thus, the
magnitude of the difference in ACTH secretion between de-
pressed and control groups seems to be relatively stable across
the day and night.

Basal Versus Post Dex

The vast majority of effects (k = 103) described basal
levels of ACTH, whereas 15 effects described the results for
ACTH post administration of dex and 4 post dex/CRH. For
basal levels, the average effect size was d = 0.26 (95% CI,
0.14-0.38), whereas for post dex levels, the average effect
size was d = 0.48 (95% CI, 0.11-0.85). For post dex/CRH
levels, the average effect size was d = 0.38 (95% CI, —0.56—
1.32). The average effect size among these three groups of
effects was not significantly different (» = .25). Whether
ACTH was measured at rest or post challenge accounted for
less than 1% of the variance.

A handful of studies examined whether ACTH levels dif-
fered post administration of exogenous cortisol (k = 3; d =
0.08; 95% CI, —0.27-0.43), ACTH (k = 3; d = —0.12; 95%
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CI, —1.37-1.13), or CRH (k = 16; d = —0.63; 95% ClI,
—1.19-0.08). Only the CRH effect was reliably nonzero. The
negative direction of this effect suggests that, among de-
pressed individuals, the pituitary gland may be less sensitive
to CRH signaling, resulting in reduced ACTH production
compared with healthy individuals.

Operationalization

Finally, we explored whether the way in which ACTH
levels were operationalized had a significant effect. On aver-
age, studies using single measurements found an effect size of
d = 0.28 (95% CI, 0.14—0.42). Studies using area under the
curve reported an average effect of d = 0.13 (95% CI, —0.24—
0.50), whereas studies using a mean value reported an average
effect of d = 0.36 (95% CI, —0.03—0.75). These effect sizes
were not significantly different from that derived from a single
measurement (p > .4). Operationalization accounted for 5.9%
of the variance.

Model Comparison for Methodological Variables

In a similar fashion to cortisol outcomes, we explored
whether a regression model that included any or all of the
three methodological variables fit the data better than a model
that predicted effect size from only the intercept, or average
effect size. Our analyses revealed that a model with both basal
versus post dex and method of operationalization method fit
the data better than the null model ()* (2) = 7.06, p < .03).
Furthermore, that model fit the data just as well as the full
model (with all three variables) but with fewer parameters.
Thus, the way in which ACTH was operationalized and
whether it was assessed pre or post dex will be retained as
covariates in subsequent models.

Predicting Effect Sizes: Participant Variables

Demographic Variables

Age

To explore whether age was a significant predictor of
ACTH effect size, we first entered age as a linear predictor in
the regression model. Eleven studies did not report the age
of their depressed sample and were excluded from this anal-
ysis. The average depressed group was 42.2 years old (SD,
10.25), but studies ranged from 9.9 years to 75 years. Age was
significantly associated with ACTH effect size in both a linear
(y = 0.01, SE = 0.004, #(83) = 2.57, p < .02) and quadratic
(y = 0.0001, SE = 0.00004, #83) = 2.99, p < .05) pattern.
When entered simultaneously into the model, both the linear
and quadratic effects of age remained significant. Age ac-
counted for 16.7% of the between-studies variance. There
were three studies that measured ACTH in children and/or
adolescents (mean age, 10.2 years); the average effect size
reported by these three studies was d = 0.18. Among studies
of adults (age, 19—65 years), the average effect size was d =
0.25. On the other end of the continuum, three studies mea-
sured ACTH in older adults (mean age, 69.0 years). Two of
the three studies reported multiple effect sizes, and these effect
sizes were averaged within study. Among older adult samples,
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the mean effect size was d = 0.43. Taken together, these
results suggest that the difference in ACTH levels between
depressed and nondepressed individuals increases as partici-
pant age increases.

Gender

Gender composition (percent female) was not a significant
predictor of ACTH effect size (y = —0.0021, SE = 0.002,
#(86) = —1.05, p = .30), and accounted for only 2.1% of the
between-studies variance.

Depression Severity

Symptoms

Sixty-two studies reported the average symptom severity
score among their depressed participants. Similar to the cor-
tisol analyses, means on each type of symptom measure (Ham-
ilton Depression Scale, Beck Depression Inventory, etc.) were
standardized to permit comparisons across studies. Studies whose
participants scored higher on these severity measures tended to
report larger ACTH effects (y = 0.20, SE = 0.08, #(60) = 2.7,
p < .02). Severity accounted for 61.9% of the between-studies
variance.

Because age and symptom severity were both significantly
associated with effect size, we wondered if each variable had
unique predictive value. When entered together in the model,
both age and symptom severity were no longer significantly
associated with effect size. This was not surprising, given the
fact that age and symptom severity were significantly corre-
lated with one another (r = .29, p = .03). Depressed individ-
uals who are older also tend to have more severe symptoms,
and together these factors are associated significantly with
higher levels of ACTH.

Chronicity

Similar to the analyses for cortisol effects, we used length
of current depressive episode and percentage of depressed
sample in the first episode as indicators of chronicity. Among
the 16 studies that reported episode length, it was not a
significant predictor of effect size (y = 0.0005, SE = 0.002,
t(14) = 0.24, p = .81). The percentage of the depressed group
that was experiencing the first depressive episode was re-
ported by 26 studies. This variable was not a significant
predictor of ACTH effect size (y = 0.003, SE = 0.003,
t(24) = 1.18, p = .25). Thus, samples with more chronic types
of depression did not yield reliably greater ACTH effects.

Hospitalization Status

Fifty-nine studies reported whether their depressed partic-
ipants were inpatients or outpatients at the time of the ACTH
assessment. The average sample was 71.3% (SD, 43.7; range,
0-100) inpatient. Unlike the findings with cortisol outcomes,
hospitalization status was not a significant predictor of effect
size (y = 0.006, SE = 0.001, #57) = 0.42, p = .67) for
ACTH outcomes. Studies that included no inpatients (n = 13)
reported an average effect size of d = 0.21 (SE = 0.09),
whereas studies that included only inpatients (n = 39) re-
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ported an average effect size of d = 0.29 (SE = 0.13). These
average effect sizes are not significantly different (p = .57).

Methodological Quality

We attempted to apply the same set of standards for min-
imal methodological quality to studies that reported ACTH
effects as we did to studies of cortisol effects: Depressed
participants met the standard diagnostic criteria as determined
by a structured or semistructured interview; participants were
antidepressant free for 2 weeks before assessment; an age-
matched (within 10 years) control group was used. This re-
sulted in 36 studies that reported 42 effects. The average effect
size across all of these studies was d = 0.27 (95% CI,
0.00—0.54), which was not significantly different from zero or
from the larger group of studies. Unlike cortisol outcomes, the
magnitude of the effect size for ACTH outcomes was un-
changed when only studies that met minimal standards for
methodological quality were examined.

Subtypes

We examined whether the presence of atypical, endoge-
nous, melancholic, or psychotic depression was associated
with increases or decreases in the observed effect sizes. Only
six studies reported the percentage of their depressed partici-
pants who displayed atypical symptoms, precluding any
meaningful regression analyses. Neither endogenous (n = 12),
melancholic (n = 28), or psychotic symptoms (n = 12) were
significant predictors of effect size (p > .20). Although these
null findings suggest that all types of depression result in
comparable changes in ACTH levels, more studies that exam-
ine these subtypes specifically are needed before firm conclu-
sions can be drawn.

CRH
Descriptives and Overall Effect Size

Sixteen studies examined CRH levels in depressed and
nondepressed participants. These studies included a total of
888 individuals and reported 18 CRH effects. The average
effect size across these studies was d = —0.53 (95% CI,
—1.71-0.65). However, one study contributed one effect that
was >3 SD from the mean. When this effect was dropped
from the analysis, the mean effect size was d = 0.02 (95% CI,
—0.47-0.51). Without the influence of this single study, these
results indicate that CRH levels are not reliably different
between depressed and nondepressed individuals. The signif-
icant amount of variance between studies (u = 0.92, x* (14) =
335.64, p < .001) suggests that important moderators exist.

Predicting Effect Sizes: Methodological Factors

These results are summarized in an online table (Supple-
mental Digital Content 6, available at http://links.lww.com/
PSYMED/A29). CRH levels can be assessed in either blood or
CSF. Among studies that assessed CRH in blood (k = 6),
depressed groups tended to have higher CRH levels than
nondepressed groups (d = 0.44; 95% CI, —0.68-1.56).
Among studies that assessed CRH in CSF (k = 11), depressed
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groups tended to have lower levels compared with controls
(d = —0.14; 95% CI, —0.73-0.45). These effects were not
significantly different from zero or one another (p = .33),
even though they were in the opposite direction. However,
these findings suggest that CRH levels in blood and CSF may
reflect different physiological processes.

Fifteen studies reported group differences in basal CRH
levels (d = 0.01; 95% CI, —0.56—0.58), whereas only two
studies reported group differences in CRH levels post admin-
istration of dex (d = 0.24; 95% CI, —0.24—0.74). These
effects were not significantly different (p = .35). More studies
of CRH levels post administration of dex are needed before
more reliable conclusions can be drawn.

Fifteen studies captured CRH levels at a single point in
time (d = 0.20; 95% CI, —1.13-1.53), whereas two studies
computed a mean CRH level across multiple assessments (d =
—1.17; 95% CI, —2.40—0.06). These effects were not signif-
icantly different (p = .06).

Morning levels of CRH were reported by ten studies (d =
0.32; 95% CI, —0.44-1.08); seven studies reported CRH
levels taken at other times of the day or night (d = —0.55;
95% CI, —1.18-0.08). These effects were significantly dif-
ferent (#(15) = 2.27, p = .04). CRH levels in the morning
tended to be greater in depressed groups compared with con-
trols, whereas the opposite tended to be true at other times of
the day and night.

Single CRH assessments from blood samples taken in the
morning or post dex administration tend to yield higher CRH
levels among depressed groups, whereas assessment of mean
basal levels of CRH taken from CSF during the afternoon or
overnight tended to yield higher CRH levels among control
groups. Given the small number of effects available for anal-
ysis, most of these comparisons were not statistically signifi-
cant and should be interpreted cautiously until more data are
available.

Predicting Effect Sizes: Participant Factors

Regarding study-level variables, sufficient data existed for
analysis of age, gender, and hospitalization status as potential
moderators.

Demographics

Age. Age of the sample was positively (but nonsignifi-
cantly) associated with effect size across the 16 studies (y =
0.05, SE = 0.04) and accounted for approximately 10% of the
between-studies variance.

Gender

The percentage of the depressed group that was female was
reported by 15 studies. Gender was also positively (but non-
significantly) associated with effect size (y = 0.01, SE =
0.02) and accounted for approximately 6% of the variance.
This finding suggests that the greater percentage of females
among the depressed group, the greater the group differences
in CRH.
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Depression Severity

Hospitalization Status. Finally, 14 studies reported the per-
centage of the depressed group that was hospitalized at the
time of the study. Hospitalization status (percent inpatient)
was negatively associated with effect size (y = —0.02, SE =
0.007), suggesting that when more inpatients were included in
the depressed group, group differences in CRH tended to be
smaller (closer to zero) or more negative. Because a negative
effect size statistic indicates that the depressed group had
lower levels of CRH compared with controls, inpatient status
is associated with even lower levels of CRH compared with
outpatients and healthy controls in some cases. Hospitalization
status explained approximately 13.6% of the between-studies
variance. Studies that included inpatients also tended to mea-
sure CRH in CSF (i.e., all seven studies that included only
inpatients used CSF), so this may account for why CRH levels
are lower among depressed inpatients.

Methodological Quality

We were unable to apply all of our criteria for method-
ological quality because only two studies reporting CRH
effects used a semistructured interview, and all of them used
standard diagnostic criteria. We did group the studies accord-
ing to whether they excluded participants who had taken
antidepressant medications in the 2 weeks before CRH col-
lection (n = 10). We found that these studies had an average
CRH effect size of d = —0.30, which was not significantly
different from that of the studies that did not exclude partic-
ipants on antidepressants (d = 0.65, #(13) = —1.93, p = .08).
This difference accounted for 17% of study-level variance in
effect size and suggests that the use of antidepressant medi-
cations may account for some of the group differences in CRH
levels.

DISCUSSION

Although HPA axis function during depression has been
addressed by hundreds of primary reports, this meta-analysis
is the first quantitative review to describe the magnitude of the
difference between depressed and nondepressed groups in
cortisol, ACTH, and CRH. Across all studies, cortisol seems
to be elevated by over half an SD unit (d = 0.60) among
depressed individuals. In other words, approximately 73% of
depressed individuals have cortisol values greater than the
median cortisol value among nondepressed individuals (of
which 50% are greater than the median, by definition). How-
ever, when studies that did not meet our minimal standards for
methodological quality were excluded, the effect size was
reduced by nearly half (¢ = 0.33). Here, only 64% of de-
pressed individuals have cortisol values greater than the me-
dian cortisol value among nondepressed individuals. This
reduction in effect size may be due to hospitalization status, in
addition to diagnostic ambiguity, medication use, or age con-
founds. This smaller effect size is consistent with the group
differences in cortisol (d = 0.36) at baseline reported in a
meta-analysis of HPA reactivity to stress during depression
(9). Across all studies, ACTH levels were elevated to a similar
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degree during depression (4 = 0.28), and this effect was
robust to controls for methodological quality. This is equiva-
lent to 60% of depressed individuals who have ACTH levels
greater than the median ACTH level among controls.

Surprisingly, CRH levels were not significantly elevated
among depressed individuals (d = 0.02) across the entire pool
of studies. Depressed individuals tended to have lower levels
of CRH relative to controls (¢ = —0.30) when the influe-
nce of antidepressant medications was controlled. This is an
important distinction because many antidepressants are
thought to improve mood by altering HPA axis function
(10,11). It may be the case that CRH is elevated in patients
who are too clinically impaired to be off medication, but de-
creased in those whose impairments are milder or are improving
enough for the medications to be discontinued. It is only by
eliminating studies that include participants on antidepressant
medications that we can disentangle the effects of the drug from
the effects of the clinical condition itself. Although this result is
based on a limited number of studies and should be interpreted
with caution, it is markedly divergent from the widely accepted
idea that depression is associated with CRH hypersecretion (12).

CRH effects were in the opposite direction, depending on
whether it was measured in blood (d = 0.44) or CSF (d =
—0.14). Unfortunately, neither measure is a good reflection of
CRH within the HPA axis. Because CRH from the hypothal-
amus does not cross the blood-brain barrier, levels in blood are
likely to reflect CRH production in places like the adrenal
medulla itself, ovaries or testes, peripheral nerves, and lym-
phocytes (13). It is not clear how strongly peripheral CRH
levels are correlated with levels within the central nervous
system. Even within the brain and spinal cord, CRH is se-
creted from areas other than the hypothalamus, such as the
prefrontal cortex and parts of the limbic system (13). Thus,
CRH levels in the CSF may derive from a variety of sources,
only some of which are within the HPA axis. In addition,
extrahypothalamic areas increase CRH production in response
to cortisol signaling, as opposed to the CRH downregulation
that normally occurs in the hypothalamus (14). Other brain
areas may alter secretion of CRH to compensate for alterations
in CRH production (reflective of disturbed cortisol sensitivity)
within the hypothalamus in a failed attempt to maintain ho-
meostasis. Without a method to determine definitively the
source of the CRH, it is difficult to determine exactly how
CRH production within the HPA axis is altered during major
depression.

Taken together, studies meeting minimal methodological
standards show that depression is associated with small-to-
moderate elevations in ACTH and cortisol and a reduction in
CRH levels. Because there is no clinically meaningful cutoff
point that separates normal from abnormal HPA axis function,
it may be helpful to compare the results of the current study
with those of other related meta-analyses. Quantitative re-
views of the depression and immune function literature found
reductions in lymphocyte activity (d = —0.50 to —1.04) (15)
and elevations in inflammation (¢ = 0.15 to 0.35) (16). A
recent meta-analysis of the change in HPA axis function post
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treatment for depression revealed a cortisol effect of d = 0.73
and an ACTH effect of d = 0.55 (17). Furthermore, a meta-
analysis of the chronic stress and HPA axis literature showed
that post dex cortisol was significantly elevated in individuals
who had developed depression in the context of a chronic
stress (d = 1.13) (18). Thus, the difference in HPA function
between depressed and nondepressed individuals seems to be
comparable to the differences in immune function during
depression. Furthermore, it is smaller in magnitude than the
HPA differences between depressed and nondepressed groups
in the context of chronic stress, and smaller than the within-
person change in HPA function post treatment for depression.

The overall effect sizes should be interpreted with caution,
given the considerable amount of heterogeneity that exists for
each HPA axis outcome. In addition to allowing for the
aggregation of results across a heterogeneous group of studies
and individuals, the real value of this meta-analysis lies in our
ability to describe important methodological and sample-level
moderators that may explain some of the variance in the
overall effect size.

Methodological Factors

The HPA axis can be assessed in a variety of ways, and our
results suggest that how it is assessed can make a difference in
the magnitude of the effect size observed.

Time of Day

First, time of day was an important moderator of effect size
for both cortisol and CRH outcomes. CRH differences be-
tween depressed and nondepressed individuals were largest in
the morning, whereas cortisol differences were largest in the
afternoon (and smallest in the morning). Elevations in ACTH
production were consistent throughout the day. Taken to-
gether, these findings suggest that cortisol production during
depression is influenced by other factors besides ACTH and
CRH, and the ACTH production is not solely a function of
CRH levels. This idea of dysregulation within the HPA axis is
consistent with others’ conclusions (14,19) and suggests pos-
sible adrenal medullary- or immune-mediated stimulation of
cortisol production in the adrenal cortex. Ample evidence
supports the existence of these mechanisms (19), and re-
searchers have suggested that they may play an increasingly
important role in maintaining elevated cortisol production as
ACTH production plateaus and chronic stress persists.

Challenge Tests

For all three hormones, effect sizes were larger after ad-
ministration of dex (or dex/CRH) compared with basal levels.
The administration of dex should result in reduced HPA axis
activity, given the negative feedback loop that exists. Our
results suggest that this process is less intact in depressed
compared with nondepressed persons. Interestingly, stimulat-
ing the HPA axis with exogenous CRH seems to produce
different results for cortisol and ACTH outcomes. After CRH
administration, virtually no difference exists between de-
pressed and nondepressed groups in cortisol production,
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whereas nondepressed individuals produce substantially more
ACTH compared with depressed individuals in response to the
same challenge. Although more studies are needed, this pat-
tern of results suggests that the pituitary may become less
sensitive to signals from the hypothalamus during depression.

Fluid

The bodily fluid in which the hormone was measured made
a difference in the size of both CRH and cortisol effects. When
cortisol levels were measured from blood or urine samples,
group differences were significantly larger than saliva samples
(but significantly smaller than CSF samples). This may reflect
the fact that saliva samples are more likely to be taken from
outpatients, who tend to show smaller elevations in cortisol.
When both bodily fluid and hospitalization status were put in
the model, bodily fluid was no longer significant, whereas
hospitalization status remained a significant predictor of cor-
tisol effect size.

When measured in CSF, CRH levels were slightly lower in
depressed compared with nondepressed groups, whereas CRH
levels were higher in depressed groups when measured in
blood samples. These inconsistent results suggest that CRH
levels in peripheral circulation may not reliably reflect levels
in the hypothalamus. Researchers have cautioned against us-
ing plasma levels of CRH as a marker of HPA activity due to
its indeterminate origins and variability due to assay proce-
dures (14). However, CRH levels in CSF likely include CRH
from a variety of extrahypothalamic sources (14). Group dif-
ferences in CRH should be interpreted with extreme caution,
given these inherent assessment limitations.

Participant Characteristics

Age

HPA differences between depressed and nondepressed
individuals become larger with age. We found that partic-
ipant age was significantly associated with cortisol and
ACTH effect sizes, and accounted for 10% of the variance
among CRH effects. We do not believe this is a function of
illness chronicity, because this variable was not associated
with effect size. However, to determine more definitively
whether it is age or the accumulated impact of a lifetime of
depression, future studies should include elderly partici-
pants with a significant history of depression and compare
them with elderly individuals who are suffering from their
first depressive episode.

Symptom Severity and Hospitalization Status

Although we found a positive association between symp-
tom severity and cortisol effect size, this relationship was fully
accounted for by hospitalization status. Inpatient samples
yielded cortisol effect sizes more than double those from
outpatient samples. Larger effect sizes among inpatient sam-
ples were also reported by reviews of depression and immune
function (15,16). This suggests that at least some of the
cortisol hypersecretion seen during depression is due to place-
ment in a hospital setting, rather than the mental illness itself.

123



This conclusion is further supported by the fact that hospital-
ization status predicts cortisol effect size above and beyond
symptom severity and melancholic, endogenous, or psychotic
features. Hospitalization itself is a unique stressor that may
disturb HPA function via multiple pathways. First, admission
to a mental hospital is associated with suicidality but also with
sudden exposure to a novel environment, submission to au-
thority, social isolation, shame, and a loss of individual con-
trol, all of which have been associated with elevated cortisol
levels independent of depression (20,21). Hospitalization also
brings about a dramatic change in circadian rhythms due to
institutional demands that can exacerbate cortisol dysregula-
tion. In general, the stress of hospitalization may serve to
further dysregulate cortisol production for depressed individ-
uals with an already vulnerable HPA axis. Alternatively, those
depressed individuals who have a disproportionately high
level of cortisol may have characteristics that also make them
more likely to be hospitalized, such as suicidal ideation.

Depressive Subtypes

Atypical Depression

Epidemiological research (22) has concluded that atypical
depression is distinct from other forms of the depression.
Atypical depression is marked by hypersomnia and fatigue,
hyperphagia and weight gain, and emotional reactivity to
interpersonal and external circumstances (23). It is present in
“pure” form in approximately 15% to 30% of cases of depres-
sion (24). Our results suggest that atypical depression is
associated with lower levels of cortisol compared with non-
atypical depression. Cortisol levels among individuals with
atypical depression may not be reliably higher than cortisol
levels among healthy nondepressed persons. This is con-
sistent with the notion that atypical depression is a unique
form of mood disorder that responds to different medica-
tions and has different risk factors and a different clinical
course (22). Inclusion of atypically depressed participants
may explain why some studies find smaller than average
cortisol effect sizes.

Melancholic and Endogenous Depression

In contrast to atypical depression, melancholic depression
is characterized by anhedonia, insomnia, loss of appetite,
diurnal mood variation, and feelings of excessive guilt and
worthlessness (23). Approximately 25% to 30% of depressed
individuals display classic melancholic features (24). Findings
from the current meta-analysis show that melancholic depres-
sion is associated with even greater elevations in cortisol.
Melancholic features are associated with 54% larger effect
sizes compared with depression without melancholic features.
This is consistent with studies that find a greater likelihood of
cortisol nonsuppression after the dex suppression test
among melancholic individuals (25). Our results also sug-
gest that melancholia is not simply a marker of advanced
age or inpatient status, because it remained a significant
predictor even when these variables were in the regression
model simultaneously. Considerable conceptual overlap ex-
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ists between the melancholic and endogenous depressive
subtypes. Many researchers seem to use these terms inter-
changeably, and our results suggest that the HPA axis
alterations are similar as well.

Psychotic Depression

Approximately 14% to 25% of depressed individuals also
report having concurrent delusions or hallucinations (26). Our
results suggest that these individuals are more likely to display
HPA hyperactivity; psychotic depression was associated with
cortisol levels nearly half an SD higher than nonpsychotic
depression, and thus >1 SD higher than nondepressed indi-
viduals. This finding is consistent with a previous meta-
analysis that showed nonsupression of cortisol after the dex
suppression test to be significantly more frequent during psy-
chotic depression (27). This association is not surprising,
given the connections that exist between the HPA axis and the
subcortical dopamine system—that is, the area of the brain
most closely associated with psychotic symptoms. In animal
studies, cortisol release has been shown to stimulate dopamine
production in the striatum in a dose-dependent manner (28).
Due to the limits of cross-sectional data, these results cannot
tell us whether higher cortisol levels produce delusions and
hallucinations or if these psychotic symptoms lead to even
higher cortisol levels.

Implications for Medical Illness

HPA axis hyperactivity has been implicated as a potential
mechanism through which depression can increase the risk for
physical disease and early mortality (29—31). One recent study
(32) revealed that, among depressed individuals, cortisol se-
cretion was associated prospectively and positively with risk
for death from cardiovascular disease. Consistent with this
research, our results suggest that HPA hyperactivity is most
likely to be an important disease mechanism in older individ-
uals who are hospitalized with melancholic or psychotic de-
pression. Younger individuals with more moderate symptoms
who are not hospitalized are less likely to show marked
elevations in HPA axis function and, therefore, will face a
smaller (although still elevated) risk for morbidity and mor-
tality via this mechanism. Future studies should continue to
examine what degree of HPA axis dysfunction, for how long,
is necessary to confer increased diseased risk. Researchers
who wish to examine HPA hyperactivity as a disease mech-
anism in depression may be best served by including older
inpatients in their research. This group is more likely to
display the dramatic cortisol elevations that are more likely to
disrupt immune, metabolic, and neurocognitive functioning.

Our results are also consistent with the idea that different
symptom clusters are associated with different patterns of
HPA axis activity. This may have implications for which
depressed individuals are at risk for which types of disease.
Individuals displaying hypersomnia, hyperphagia, fatigue, and
emotional reactivity may be less likely to suffer from hyper-
cortisolemia and its medical consequences. Conversely, indi-
viduals with insomnia, loss of appetite, anhedonia, diurnal
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mood variability, and/or delusions or hallucinations are more
likely to display hypercortisolemia. These individuals are,
therefore, more likely to be at risk for conditions where
excessive cortisol is thought to play a pathogenic role, such as
Type II diabetes, osteoporosis, or dementia (33,34).

Limitations and Future Directions

The sheer number of studies included in this meta-analysis
serves as both its primary strength and weakness. The large
number of studies creates a high degree of heterogeneity that
is difficult to summarize meaningfully with a single effect size
statistic. However, it is because we have so many studies that
we can investigate important moderating variables with ade-
quate statistical power. Although we found that several im-
portant moderators exist, it is still possible that we have left
out other significant moderating factors. We are limited by the
data reported in the individual studies.

Because the vast majority of our effect sizes come from
studies published in peer-reviewed journals, it is possible that
our results are biased due to the higher likelihood that pub-
lished studies will contain significant results compared with
unpublished reports (the file-drawer effect). However, the
large number of studies included in the current meta-analysis
also serves as a check; our analyses (not reported here but
available on request) suggest that, in the vast majority of
cases, it is very unlikely that our significant findings are due
to the exclusion of unpublished reports with nonsignificant
findings.

One important limitation of any meta-analysis is that it
cannot exceed the design limitations of the studies on which it
is based. Our report is based on cross-sectional studies (by
design); thus, we are unable to draw any conclusions about
causality. HPA disturbances may be a contributing factor, a
correlate, or a consequence of depressive symptomatology.
Although it has been shown that HPA axis dysregulation
resolves after successful treatment for some depressed indi-
viduals, the current study is unable to address this issue (17).
Second, we have attempted to apply a set of arbitrary criteria
for minimal methodologic quality. We acknowledge that our
set of standards may be idiosyncratic, although they are sim-
ilar to those used in other meta-analyses of correlational
studies (15). Our set of standards alone does not ensure high
quality, and ideally other criteria, such as multiple HPA axis
assessments or matching female participants on menstrual
cycle phase, could also be applied. Our set of standards was
the lowest threshold we could meaningfully set and still retain
enough studies to analyze. Another limitation is that cortisol
elevations, however large, are only one step in any eventual
disease process. Without evidence of how target tissues are
responding to the elevations in cortisol, we can only infer the
metabolic, vascular, or immune implications of HPA dysregu-
lation. This is important because it is these processes, rather
than increased cortisol levels, that are more closely linked to
disease outcomes (18,35). Future studies should take advan-
tage of improvements in bioinformatic technologies and in-
vestigate the downstream consequences of cortisol elevations,
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such as changes in receptor levels, gene expression, or tissue
remodeling.

Furthermore, most of the studies included in the current
meta-analysis were underpowered. To detect a d = 0.33 with
0.80 power and « = 0.05, one would need a total sample size
of 237. Only three (of 355) studies had this number of par-
ticipants. Future studies should attempt to include enough
participants to have adequate statistical power. This can be a
challenge when conducting research with a clinical population
such as this. However, this challenge can be met by conduct-
ing longitudinal research that assesses HPA axis function in
the same individual over time. Studies with a prospective
design will not only have adequate statistical power with
fewer subjects but they will add to the literature by addressing
questions of directionality that cross-sectional studies (with
which the literature is replete) cannot.

Reliable increases in ACTH and cortisol production during
depression seem to exist, although these increases are not
entirely consistent. ACTH production is greatest when de-
pressed participants are older and have more severe symp-
toms. Cortisol production is greatest when it is assessed as a
mean value in blood in the afternoon post HPA axis challenge
or as total output in urine. Depressed participants who are
older, hospitalized, have melancholic, endogenous, or psy-
chotic features, and are taking antidepressant medications will
also have the highest cortisol levels. Cortisol elevations, if
present, are much smaller among individuals with atypical
depression. Although CRH levels were not reliably elevated
during depression, they were most likely to be elevated when
CRH was measured from blood samples in older depressed
women and in individuals taking antidepressant medications.
Taken together, this quantitative analysis of >400 studies
reveals a complex picture of HPA axis activity during depres-
sion. This heterogeneity within a single diagnostic label
should be taken into account more fully as existing theories of
disease are refined and new ones emerge in the field of
psychosomatic medicine.

We thank Laurel Patterson, Matthew Hill, and Jane Woo for their
valuable contributions to this project.
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